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\
When to Move to a Hybrid Programming Model CRANYT

e When code is network bound
e Increased MPI collective and point-to-point wait times

e When MPI starts leveling off

e Too much memory used, even if on-node shared communication
is available

e As the number of MPI ranks increases, more off-node
communication can result, creating a network injection issue

e When contention of shared resources increases
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Approach to Adding Parallelism

1. ldentify key high-level loops

e Determine where to add additional levels of parallelism

2. Perform parallel analysis and scoping
e Split loop work among threads

3. Add OpenMP layer of parallelism

e Insert OpenMP directives

4. Analyze performance for further optimization,
specifically vectorization of innermost loops
e We want a performance-portable application at the end
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WARNING!! cRas

e Nothing comes for free, nothing is automatic
e Hybridization of an application is difficult
e Efficient code requires interaction with the compiler to generate
e High level OpenMP structures
e Low level vectorization of major computational areas

e Performance is also dependent upon the location of the data
e CPU: NUMA, first-touch
e Accelerator: resident or data-sloshing

e Software such as Cray's Hybrid Programming Environment
provides tools to help, but cannot replace the developer's
Inside knowledge
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The Problem — How Do | Parallelize This Loop?

e \
e How do | know this is a good loop to parallelize? . ¢
e What prevents me from parallelizing this loop? \
e Can |l get help building a directive?
subroutine ppmlr
subroutine sweepz
- ) call boundary \
do j =1, js
do i =1, isz call flatten
radius = zxc(i+mypez*isz) call paraset(nmin-4, nmax+5, para, dx, xa)
theta = zyc(j+mypey*js)
dzom::li "i:z call parabola(nmin-4,nmax+4,para,p,dp,p6,pl, flat)
n =k +'ks*(m-1) + 6 call parabola(nmin-4,nmax+4, para,r,dr,r6,rl,flat)
Z(w) = EEEE, )kt ) call parabola (nmin-4,nmax+4,para,u,du,u6,ul,flat)
p(n) = recv3(2,j,k,i,m)
u(n) = recv3(5,j,k,i,m)
v(n) = recv3(3,j,k,i,m) call states(pl,ul,rl,p6,u6,r6,dp,du,dr,plft,ulft,&
w(n) = recv3(4,j,k,i,m) rlft,prgh,urgh,rrgh)
ei;gl = =5 (B9 o220y call riemann (nmin-3,nmax+4,gam,prgh,urgh,rrgh, &
enddo plft,ulft,rlft pmid umid)
call evolve (umid, pmid) <€ contains more calls
call ppmlr
do k = 1, kmax
n=%k+6 call remap € contains more calls
xa (n) = zza(k)
s (1) S by call volume (nmin,nmax,ngeom,radius,xa,dx,dvol)
xal (n) = zza(k)
dx0(n) = zdz (k)
e (n) = p(n)/(r(n)*gamm)+0.5 & call remap € contains more calls
* (u(n) **2+v (n) **2+w (n) **2)
enddo
call ppmlr return
end
enddo
enddo




Simplifying the Task with Reveal A

e \
S \

\
r— e Navigate to relevant loops
— e — to para"ehze

I\ Reveal A Call or /O atline 81 of sweepzf90
Call or /O atline 97 of sweepz130

< RE

=

Name  Type  Scope
igati ~Source- P i \
« [Top Loops B 1 aray  |Unfeseved] Last defining iteration not known for variable that is live on exit - - -
—_—— WARN: LastPrivate of array may be very expensive.
< parabola 90
- PARABOLA fiat 1 Array  |UAIESONEE| FAIL: Last defining iteration not known for variable thatis live on exit
07166 Loop@e7 . WARN: LastPrivate of array may be very expensive L] ]
<~ fiemann.190 doi =1, isz
-~ RIEMANN 11 53 radius - zxc(itmypeztisz) P aray | DATESENEE] Last defining iteration not known for variable that s live on exit s co I n I ss u es
22982 Loop@e3 i 54 theta = zyc(jemypey*js) WARN: LastPrivate of array may be very expensive
14100 Loop@od 53|  stheta - sin(theta) al Array Last defining iteration not known for variable that is live on exit.
- sweepz190 @ S6  radius - radius * stheta
~ SWEEPZ @ 57 WARN: LastPrivate of array may be very expensive
37464 Loop@s1 58 ! Put state variables into 10| delpl Scalar  Private
37461 Loop@s2
pa 59 dom -1, npez delp2 Scalar  Private
~ Sneepy o ® 60 dok -1,k =
SWEEPY @ by © o s( b deltx Scalar  Private
39347 Loop@3S @ n o=k o+ kstn-1) + .
39342 Loop@36 62 r(n) = recv3(l,j.k.i,m) dtheta Scalar  Private
- Sweepx1 190 @ 63 p(n) = recv3(2..k.i.m) avorl  Amay  Private FAIL incompatable with ‘natural’ scope n
SWEERX1 64 un) = recv3(s.j.k.i.m) WARN: LastPrivate of array may be very expensive
38855 Loop@31 @ s V(n) = recva(3.j.k.i.m) : !
2 o09s Loon@az s win) = recyate. k. Lo dx Amay  Private incompatable with natural’ scope 4
- sweep<2 190 &7 f(n) = recv3(6.j.k.i.m) WARN: LastPrivate of array may be very expensive
< SWEEPX2 _ MU 65 enddo &0 Amay  Private incompatable with natural’ scope
39166 Loop@31 ( -
39164 Loop@32 j—— WARN: LastPrivate of array may be very expensive ,
@ Aloop starting at line 51 was not vectorized because it containg € Array Private incompatable with ‘natural’ scope
WARN: LastPrivate of array may be very expensive

vhone pl loaded. vhone_loops.ap2 loaded.

} A s | e Optionally insert parallel
- s directives into source

| Directive inserted by Cray Reveal. May be incomplete. Callor U0 atline 81 of sweepz190
1SOMP parallel do default(none) Call or 0 atiine 57 of sweepz120
I$OMP& unresolved (dvol.dx.dx0.e.fflatp.para.q..radius.stheta.svel. & ol

1$0MP& theta, .. w.xa,xa0; & Name  Type  Scope info
1$OMP& private (ikm.n.delp2.delp1.shock temp2.old_flatonemfl.hdt. & e
1$OMP& sinxi0.gamfac1.gamfac2. dtheta, delt ractn. ekin) mypez  Scatar  Sharsa
1$OMP& shared (gamm.iszjs ks.mypey.mypezngeomzniefiznpeznrightz. & ngeomsz  Scatar  Shared

l‘SOMP& recv3.senda. zdz zxc.zvc. 223)
L] L]
e amy snarea o
senda  Amay  Shared
svelRI  Scalar Shared  WARN: atomic reduction operafor required unless reduction fuly inlined

correctness on existing
directives

o

Find Name )

insert Directve

Show Directive Close|




Hybridization Step 1: Loop Work Estimates oy

Q \
S \
\

Gather loop statistics using CCE and the Cra%
performance tools to determine which loops have the
most work

e Helps identify high-level serial loops to parallelize

e Based on runtime analysis, approximates how much work exists
within a loop

e Provides the following statistics
e Min, max and average trip counts
e Inclusive time spent in loops
e Number of times a loop was executed
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perftools-lite-loops SR
S \
e CrayPat-lite loop work estimates \
e Must be used with Cray compiler \
[

Load before building and running pro_?ram to get _Ioolg work
estimates sent to stdout and to .ap2 file for use with Reveal

Automates loop work experiment by:

o mq[_difying the compile and link steps to include CCE’s —h profile_generate
option
e instrumenting the program for tracing (pat_build —w)

—h profile_generate reduces compiler optimization levels

o After experiment is complete, unload perftools-lite-loops to prevent further
program instrumentation.

March 2016
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Collecting Loop Work Estimates <=|=eAYj’ '

e Load PrgEnv-cray module (must use CCE)
e Load perftools-base module if not already loaded \

e Load perftools-lite-loops module

e Build and run application

e Loop work estimates will be available for Reveal in file
with .ap2 extension and in text format in file with .rpt
extension

e Unload perftools-lite-loops module



Example Loop Work Estimates

Table 2: Loop Stats by Function (from -hprofile generate)

Loop | Loop | Loop | Loop | Loop |Function=/.LOOP].]

Incl | Hit | Trips | Trips | Trips | PE=HIDE

Time | | Avg | Min | Max |
Total | | | | |
8.995914 | 100 | 25 | 0 | 25 |sweepy_ .LOOP.1.1i.33
8.995604 | 2500 | 25 | 0 | 25 |sweepy .LOOP.2.1i.34
8.894750 | 50 | 25 | 0 | 25 |sweepz_.LOOP.05.1i.49
8.894637 | 1250 | 25 | 0 | 25 |sweepz_.LOOP.06.1i.50
4.420629 | 50 | 25 | 0 | 25 |sweepx2 .LOOP.1.1i.29
4.420536 | 1250 | 25 | 0 | 25 |sweepx2_.LOOP.2.1i.30
4.387534 | 50 | 25 | 0 | 25 |sweepxl .LOOP.1.1i.29
4.387457 | 1250 | 25 | 0 | 25 |sweepxl .LOOP.2.1i.30
2.523214 | 187500 | 107 | 0 | 107 |riemann_.LOOP.2.1i.63
1.541299 | 20062500 | 12 | o | 12 |riemann_.LOOP.3.1li.64
0.863656 | 1687500 | 104 | 0 | 108 |parabola_.LOOP.6.1i.67




\
The CCE Program Library (PL) ANy
Q \
e An application wide repository for compiler and tools information A

e Allows the user to specify a repository of compiler information for an
application build \

e Provides the framework for application analysis
e \Whole application IPA information for optimization
e Automatic whole application inlining and cloning
e \arious inter-procedural optimizations
e \Whole application static error detection
e Provides ability for tools to annotate loops with runtime feedback
and other performance hints without source change
e Support for the Cray refactoring tool, Reveal.
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Generate a Program Library cRac

® > cc -h pl=himeno.pl -hwp* himeno.c \

> ftn -h pl=vhone.pl filel.f90

* Optionally add whole program analysis for additional
inlining.



\
Launch Reveal cCRANY

Q \
S \
\

e Use with compiler information only (no need to run
program): :

> reveal vhone.pl

e Use with compiler + loop work estimates (include
performance data):

> reveal vhone.pl vhone loops.ap2
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\
Visualize Compiler and Performance Information ==A:Yf '
e \

Loopmark Legend

Performance
feedback

- LS W 3 VENOUv— Loopmark and D A Patem Matcned
E”e Edit !iew HEIp H H 1 H A :‘:ans:st has been collapsed into one loop
~vones © | optimization annotations b o beees
-p _~ D E Cloned
oo - >
~Wavigation / ~Source - /ufsfhomefusers/heidilrevea 90 — > :; f:,c.icn’:zra‘ed \
-~ P u  Notinlined
[Loop Performanse™ < | 4 (w450
A — X '— < M Multithreaded
=3 40778 SWEEPY @35 L 21 d ks A loop or block of code is multi-threaded
= 407732 SWEEPY @36 . : ::::i’:g Analysis
=4 405229 SWEEPX1 @31 V  Vectorized
- 40526 SWEEPX1 @32 Atomic 1 Oerat
40526 SWEEPXT@3 34 ! Put state variables into 1D arrays. padding e g emeny Eperaton
[ 4 0425 SWEEPXZ@31 - FVIrz2 35 do 1 =1 . imax N c Conditional and/or Computed
f Fused
=3 40423 SWEEPX2 @32 36 n=1+4+~68 g Partitioned
B 3.8576 SWEEPZ@51 37 ro(n) = zro(i.j.k) D> I Interchanged
n Non-blocking Remote Transfer
> 3.8573 SWEEPZ@52 38 poo(n) = zprii,j.k) p  Partal
Pk 2.2068 RIEMANN@63 39 u (n) = zuxii.j.k) i ; :rr,'::,':::p
s 1.2299 RIEMANN @64 40 v (n) = zZuy (i, ] Lk A loop was converted to a single vector iteration
P g-gog: :Mgt:@ﬂ a1 wo(n) = zuz(i.j.k) P ymeun
b 5429 PARABOLA@A4 [ ] a2 f o) = zfl(i.j.k) o ' )
[ e [>] 43 3¢ Close |
B Traceback == e~ — .
T | >
SWEEPX1 @31 - B u
sweepx]_LOOP.1.1i.21@32 ~fnfo - Line 32
SWEEPX1 @31 @ Aloop starting at line 32 was notvectorized because it contains a call to subroutine "ppmlir” on line S3.
VHOME@232
Compiler feedback

Ivhone.pl loaded. vhone_loops.ap2 loaded.




Access Cray Compiler Message Information

8 060

)

message ‘explain’
support by right clicking

[N Reveal A
File Edit View Help S.0.0 IN] Explain
vhone. OPT_INFO: Aloop starting at line %s was unrolled.
~|The compiler unrolled the loop. Unrolling creates a number of copies of the
-ﬂavbaﬂ""' ~Source - IIuslsonexionlheidilreveallsweep)Q.fQO loop body,VWhen unrolling an outer loop, the compiler attempts to fuse
replicated inner loops - a transformation known as unroll-and-jam. The
- Program View Q compiler will always employ the unroll-and-jam mode when unrolling an outer
loop: literal outer loop unrolling may occur when unrolling to satisify a
- o s e S __ user directive (pragma).
" ~ —
[ riemann.f80 L dom=1 npe This message indicates that unroll-and-jam was performed with respect to the
90 ’ p y identifed loop. A different message is issued when literal outer loop
4 remap. unrolling is performed. as this transfomation is far less likely to be
> evolve f90 beneficial.
[S volume . fo0 34 n =1+ isy* (m-1) + 6 For sake of illustration, the following contrasts unroll-and-jam with literal
N . . outer loop unrolling.
> forces.f90 35 rin) = recv2(l.k.i,j.m)
> ppmIirfa0 36 p(n) = recv2(2,k.i.j.m) # 426 "Iptmplulib/buildslavesipdacs-81-edition-buildibs/buildirelease/pdges/pdges_ftin.msa.c”
N . DoOJ=1.1
> states.f90 37 u(n) = recv2(3.k,i,j.m) DO I=1.100
3 flatten 190 38 v(n) = recv2(4,k.i,j.m) Enbo P T 420
> sweepz.f0 39 w(n) = recv2(5,k,i,j.m) ENDRO
> sweepy.f90 40 fin) = recv2(6.k.i,j.m) e e
A(LJ )=B(. J) +42.0 lunroll-and-jam
> bqundary.fgo 41 enddo A(LJ+1) = B(LJ+1) + 42.0
>4 prin.f20 42 enddo EiI'\IIDDD%O
~ sweepx2.f90 43 DO J= 1102
~  053% SWEEPX2 v a4 do i = 1,imax DO 1=1.100
LOOD@28 - . A(lL))=B(LJ) + 420 I literal outer unroll
- a5 n=1i+686 gg?E?JOO
Loop@29 A(LJ+1) = BLJ+1) + 42.0
- ENDDO
Loop@32 ~Info - Line 33 ENDDO
op@33 @ Aloop starting at line 33 was notvectorized e itdoe
Loop@44 E A loop starting at line 33 was unrolle The literal outer unroll code performs the same sequence of memory operations
as the original nest. while the unroll-and-jam transformation interleaves
LOOD@SS operations from outer loop iterations. The compiler employs literal
outerloop unrolling only when the data dependencies in the loop. or a control
P> sweepx1 f30 ~ flow impediment, prevent fusion of the replicated inner loops. Literal outer
— loop unrolling is generally not desirable. Itis provided to ensure expected
A = behavior and for those rare instances where the user has determined that it
vhone.pl loaded. vhone_loops.a CCess mtegrated s benefcial.

x Close

Explain other message... ‘ |

]
CcCR=RANY |

\



- M N 2 S—
Eile Edit Yiew Help

Navigate Loops through Call Chain

[x] Reveal

= vhone.pl 5 |

sweepx]_LOOPZ2I1i32@53
sweepx]_LOOP1.1i.231@32
SWEEPX1 @31
VHOME@Z232

1
thone_pl loaded. vhone_loops.ap2 loaded. : traceback

* (a(n) - .5 * (alin) + arin)))
(ar(n) - a(n)) * (aln)-alin))
deltaaln) * deltaa(n)

= deltaain) * asin)

©.0) then

-Navigation -Soarce - /home/users/heidifreveal/parabola.f20
< Loop Performance [vlﬂ-
b 40422 SWEEPX2 @32 —
4 38576 SWEEPZ@51 J 57 BRI e e
B 38572 SWEEPZ@52 &2 deltaaln) = ar(n) - alin)
b 22068 RIEMANN@63 69  a6(n) 6.
> 05068 PARABOLA@S? g =crenion -
00146  Instance #1 i scrch2(im -
00156  /instance #2 ;g enz;:Ch3(n)
00158 Instance #3 c
00163  Instance #4 e
00163 Instance #5 < 75 do n = nmin, nmax
00174 Instance #6 76 if(scrchl(n) ==
00167  Instance #7  |=]| arin) = a(n)
[ | > = ain)
BdTraceback . LOOp
PARABOLA@ET instances
PPMLR@S1

Loop

loop starting at line 67 was fused with the loop starting at line S53.

e



Eile Edit View Help

w vhone.pi &

Choose “Compiler Mess%a
view to access message filtering

~Na y@aﬁc n-

< I Compiler Messages

[ w5 ® oo

| Not Vectorized o]

< _./homelusers/heidi/reveal
<~ boundary.fo0

line 123
<~ images.f90
line 149
< init.f20
line 113
line 114
line 139
line 153
line 154
~ prin.f80
line 42
line 43
line 104
line 125
line 127

C I [>)

else if ( nleft == 3 ) then

)

.« @ @ @ @ [>)

dx (nmin-n)= dx (nmax+1l-n)
agin-n)= dxO(nmax+1-n)
min-n+1l) - dx (nmin-n)
69 xa0(nmin-n)= -_dx0(nmin-n)
70 r (nmin-n) = r (nmax+I=
71 u (nmin-n) = u (nNmax+1l-n) . —
— v (nmin-n) = v (nmax+1-m) Default filter: Loops that
73 w (nmin-n) = w (nmax+1l-n) didn’t vectorize. Can
74 p (omin:nl) = p tamax+l<n) select other filters.
75 e (nmin-n) = e (nmax+1l-n)
76 f (nmin-n) = f (nmax+1-n) r@

~Info - Line 65

@ A loop starting atline 65 was notvectorized because a recurrence was found on "dx" at line 66.
[ A loop starting at line 65 was unrolled 2 times.

vhone.pl loaded
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View Pseudo Code for Inlined Functions

(Y \
2.0 C % Rewveal \
File Edit Xiew Help \
- vhone.pi Expand to
-May'&;atic" - ~Source - /lus/nNid00023/heidinHT _version1/init.f20 - / see pSGUdO
- | Program View = ‘ = | b 4 DOb’\ d
| L = code
<~ boundary.fo0 = o ! Setl up gria coorainates — \
= BOUMDARY
Loop@23 call GFE (imax,xmin,xmax,zxa,zxc, zdx)
Loop@37 88 t$26 = 64
Loop@ST 88 t$27 = 64 Search code
Loop@&s a8 $I_LS8 102 = 0 ith Ctrl-F
Loop@81 88 !dir$ ivdep Wi r-
Loop@as g
Loop@109 Inlined call 88 do
. 88 zxall + $I_L88 102) = 1.5625e-2 * §$T
Loop@123 sites marked 88 zdx (1 + $I_L88 102)
B dicon.f20 v - -
R 88 zxc(l + $I_L88 102) 1.5625e-2 * $T L
b dump.150 88 I L88 102_ l_ I L88 10 B
P evolve f20 _ $ = ———
b flatten 90 AIVTr4 89 call grid(jmax,ymin, ® 0o
B forces.foo P AIT 96 call rid(kmax,zmina[m' — = _
I images.f20 | .
~_Init.f90 ~info - Line 88 ]
[ A divide was turned into a multiply by a reciprocal
Loop@123 @ A loop starting at line 88 was vectorized.
BoINIT @ A loop starting at line 88 with a trip count of 64 was unwound into 8 vector iterations.
P parabola.fa0 [~]| |m The call to leaf routine "grid" was textually inlined.
vhone.pl loaded




Hybridization Step 2: Scope Selected Loop(s)

8 0 0 [»| Reveal OpenMP Scoping

S I Scoping Results I

Edit Listl List of Loops to he Scoped

Scope? |Line # |Fi|e or Source Line |E
B shomesuserssheidi/revealsevolve. fOO

- Jhome fusers/heidisrevealsflatten. foo

[ Shome fsuserssheidisrevealsforces. fo0

| Shomesuserssheidisrevealsimages. fo0

L shomesusers/heidis/revealsinit. foo

N Jhome fusers/heidisrevealsparabola. foo

[ Shomesusers/sheidisrevealsppmlr. f90

| Shome fsusers/sheidisrevealsprin. foo

B Shomesusers/sheidisrevealsremap. f90

[ Jhome fusers/heidisrevealsriemann. foo

3 Shome fsusers/sheidisrevealsstates. fo0

o4 Shome fusers/sheidisreveal /sweepxl. 90

B shome fusers/sheidi/reveal/sweepx2. o0 —
[ shomesuserssheidisrevealssweepy. 90

P [ fhomesusers/sheidisreveal /sweepz, f20 =]

AppIyFiIterl Time:I0.000 E Trips:|2 EI Threads:|4 E Speedup:|0.010 E

Start Scopingl

: | Cann:ell 26 Loops selected CIoseI




Review Scoping Results

Parallelization inhibitor

®eoo x| Reveal messages are provided to
Eil Edit Wi Hel 1 1 1
Ele Edit ew  Help assist user with analysis
= vhone.pl &3
~Navigati ~Source - /ufsihomelusers/heidilreveal/boundary. f30.
| Program View 2 | = ’ @’Qown‘ \
< boundary.f20 @ = 21
22 if ( nleft == 0 ) then
Loop@37 24 dx (nmin-nl)= dx (nmin+n-1)
Loop@51 25 dx@(nmin-n)= dx@{nmin+n-1)
Loop@6&5 26 ¥a (nmin-n)= xa (nmin-n+1) - dx (nmin-n)
Loop@&1 27 xad(nmin-n)= xa®@i{nmin-n+1) - dxO(pmin-ni L
Loop@3s . . 8 0 0 |X| Reveal OpenMP S
28 r {nmin-n) = r {(nmin+n-1) ﬁ
Loop@109 9 u (nmin-n) = -u(nmin+n-1) SconcLoopg) Scopind e it=
Loo 123 A 2 N - B - boundary.190: Loop@23
b dtcon e @ Loops with scoping v (nmin-n) = v (nminen-1) e e e mavROLasy
B dump.f20 i 1 4 (nm:i'n-n) =W (nm:i'n*'n—l) xa Array Unresolved FAIL: Possible recurrence involving this object.
b evolve {90 Informatlon are (nmin-n) = p (nmin+n-1) xa0 Array FAIL: Possible recurrence involving this object
b flatten.f90 ﬂagged Red needs £ (nmin-n) = e (nmin+n-1) n Scalar  Private
I forces.f30 i f (nmin-n) = f (nmin+n-1) dx Aray  Shared
b images 190 user assistance enddo o A s
b init.fa0 6 else if ( nleft == 1 ) then :’ A"ay snmu
P parabola. @0 I 37 don=1, 6 nmin srcr:\yar sn::a
b ppmiri=0 38 dx (nmin-n)= dx (nmin) P Array  Shared User addresses
b prin.90 39 dx@(nmin-n)= dx@(nmin) v Aray  Shared :
b remap.120 ‘ L issues for
B riemann.f20 B - v Array Shared H A
b states 50 -‘-"‘Z_IoLt;r;;esfaning atline 23 was partially vectorized " fray - shared Varlables Wlth
P sweepx1.f20 @ . X i .
b sweepx2 90 @ [ A loop starting at line 22 was unrolled 4 times. FAIL Status
P sweepyfa0 :
K cunonsson - [~]
vhone pl loaded. vhone_loops.ap2 loaded. 1 Find Name: | |
Insert Directive | | Show Directive [close|




Review Scoping Results (2)

Variable from inlining
— hover over ‘I’ to see
what symbol means

See where variable
came from
(@function_name)

|X| Reveal OpenMP Scoping

Loops | Scoping Results

sweepx2 f20: Loop @28

Call or VO at line 55 of sweepx2.f20
4 flusiscratch/heididdemolrevealivolume f20:34
3 /lusiscratch/heidifdemolrevealfevolve 120:21
2 /lusiscratch/heidifdemofrevealfppmlirf20:49

Type Scope Info
ar@parabola_ I Scalar _ FAIL: Possible recurrence involving this object.

FAIL: Possible resolvable recurrence involving this

da@parabola_ I Scalar _ FAIL: Possible recurrence involving this object.
FAIL: Possible resolvable recurrence involving this

delta@remap_ I Scalar _ FAIL: Possible recurrence involving this object.
r FAIL: Possible resolvable recurrence involving this

dvol I Array _ FAIL: Possible recurrence involving this object.
FAIL: Possible resolvable recurrence involving this
WARRN: LastPrivate of array may be very expensive.

dx Array _ FAIL: Possible recurrence involving this object.
FAIL: Possible resolvable recurrence involving this
WARN: LastPrivate of array may be very expensive.

dx0 Array _ FAIL: Possible recurrence involving this object.
FAIL: Possible resolvable recurrence involving this
WARRM: LastPrivate of array may be very expensive.

e Array _ FAIL: Possible recurrence involving this object.

object.

object.

ohject.

object.

ohject.

object.

< )

(¢]

Find Mame: [

Insert Directive ‘ | Show Directive

|close |




Review Scoping Results (3)

[ \
800 [%| Reveal OpenMP Scoping ) \
Scope Loops Scoping Results I \
sweepy.f20: Loop@3S
Call or VO at line 62 of sweepy.f20 —
4: fhomefusersiheidifrevealivolume f20:34
2:/homelfusers/heidifreveal/evolve f20:21 - \

MName ’I Type ‘l Scope Infao \ =

kS =calar Shared

mypey scalar - Shared Reveal identifies

ndim Scalar Shared calls that prevent >F

npey Scalar  Shared parallelization

recwvl Array Shared

sendz2 Array Shared

syel BRI Scalar Shared WARRN: atomic reduction operator required unless reduction fully

zdy Array Shared

ZC Array Shared

va Array Shared -
[« /S | 3|

Eirst'Last Private / / -Feduction

[] Enable FirstPri= . . WJone

e Reveal identifies [EENE [~ ]

nahle .
shared reductions
Find Name: down the call chain
Insert Directive’l Show Directivel

Close ﬂ




\
Hybridization Step 3: Generate OpenMP Directives &R~AS

)

! Directive inserted by Cray Reveal. May be incomplete.

1$SOMP parallel do default(none) &
1$OMP& unresolved (dvol,dx,dx0,e.f.flat,p,para,q,r,radius,svel,u,v,w, &
1SOMP& xa,xa0) &
1$OMP& private (i,j,k,m,n,$$_n,delp2,delp1,shock,temp2,old_flat, &
ISOMP& onemfl,hdt,sinxf0,gamfac1,gamfac2,dtheta,deltx,fractn, &
1ISOMP& ekin) &
1$OMP& shared (gamm,isy,js,ks,mypey,ndim,ngeomy,nlefty,npey,nrighty, &
1ISOMP& recv1,send2,zdy,zxc,zya)

dok=1,ks

doi=1,isy

radius = zxc(i+mypey*isy)

! Put state variables into 1D arrays, padding with 6 ghost zones

do m =1, npey
doj=1,js
n=j+js*(m-1) +6
r(n) = recv1(1,k,j,i,m)
p(n) = recv1(2,k,j,i,m)
u(n) = recv1(4,k,j,i,m)
v(n) = recv1(5,k,j,i,m)
w(n) = recv1(3,k,j,i,m)
f(n) = recv1(6,k,j,i,m)
enddo

enddo

Reveal generates
OpenMP directive with
illegal clause marking
variables that need
addressing

do j =1, jmax
n=j+6




Or Validate User Inserted Directives cRas

(Y \
8 0 0 |
8 — . — e — ~ IN| Reveal \
Eile Edit “iew Help
= vhone.pl &
-~ y.?gatl'c" - ~Source - /Jufsfhomel/users/heidifreveal/riemann. f20 - = -
| | Program View < | = ‘ 4 up H ‘@Qown‘ Save | &
i> :""""féo - Do i DLl SLLAWE LiSSi LSu Wy wiay 1wvSat.  Fiay LT LU e Le . - ;
b !mtafggs' 64 1$0MP parallel do default(none)
init. .
1
b parabolafo0 65 ! $0MP&E private (1). .
b ppMIri90 66 ! $0MP& shared (lmin,1lmax.prgh.urgh,vrgh,plft,ulft,vlft,pmid.clft,
b prin.fQ.O 67 ! $0MP& c{gh,gam:aci%gamfa;zplfti,pmold,prghi,umidl,umidr
| $0OMP& wlft.wr zlft.zr nj —
P remap.fo0 $ > wrgh., . Zrgn, .
< riemann.f20 C 50 do 1 = lmin. Llmax User inserted
< RIEMANN don -1, 12 directive with mis-
Reveal Open q
Loop@as 71 pmold (1 — - scoped variable ‘n’
Loop@&a 72 wlft (1 Scope Loops Scoping Results
Loop@70 Y 73 wrgh (1 riemann.f20: Loop @69
Loop@es 74 wlft (1 Mame Type Scope Info
I states. f20 -
75 wrgh (1 Scalar  Private
B sweepx] . f20 75 21t (1
b sweepx2.f90 Scalar Frivate WARN: Scope does not agree with user OMP directive.
> aweamy o e — T
P sweepzfo0 info - Line 69 crgh Array Shared
vh1mods.f20 ® A loop starting at line 69 was ng 93Mfact  Scalar Shared
P vhone f20 @ & loop starting at line 69 was pa 93mfac2  Scalar  Shared ~]
B owolume. f20 F t Reduction
zonemod.f20 -~ [J Enable FirstF MNone = |
O E le | F ' )
vhone. pl loaded
Find Mame: [ ]
| Insert Directive | | Show Directive | | Close |
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Hybridization Step 4: Performance Analysis cRas

e OO
Eile Edit \iew Help
~ vhone.pl xl

Choose “Compiler Messages”

view to access message filtering
/

-Navigation ers/heidifreveal/prin 20 See |OOpS that dldn’t
=% CompilerMessages [ / .
| o vectorize. Can select
; ~ e
Mot Vectarized [v| AU = sl e _
= (/homelusers/heidilreveal —
= boundary.f20 — F 43 do j = 1. js
line 65 F\w 44 do i =1, imax
- line1=3 45 send_buff(i,1.j.k) = zro(i,j.k)
~ images.i90 45 send_buff(i,2,j.k) = zpr(i.j.k)
- _t'gg“‘g a7 send_buff(i.3.j.k) = zux(i.j.k)
'”'imeﬂ3 ag send_buff(i.4,j.k) = zuy(i.j.k)
line 114 49 send_buff(i,5,].k) = zuz(i.j.k) See a" Compiler
line 139 ; S0 enddo
e qem 51 enddo messages for a loop
line 154 | 52 enddo nest
= prin.f20 S3
54 gathbuffer_size = imax * js * ks * nvarout
line 43 'I 55 call MPI_GATHER(send_buff, gathbuffer_size, MPI_REAL. rec L gat |,
line 104 < | \ =
line 125 —_— \ /
line 127 -afo - Line 42
line 128 [ Aloop starting at line 42 is flat (contains no external calls). V =
line 129 @ Aloop starting at line 42 was notvectorized because a better candidate was found at line 44
= riemann.fao [ Aloop starting at line 43 is flat (contains no external calls).
line &2 @ A loop starting at line 43 was notvectorized because a better candidate was found at line 44
line 70O L| [ Alloop starting at line 44 is flat (contains no external calls).
<| | _>| I I Aloop starting at line 44 was vector pipelined. -
_ vhone.pl loaded. vhone_loops.ap2 loaded.




Focus on Relevant Loops (June’16)

Compller @0e || vhone.pl
messages le Edit View Help
sorted by /avhatfc" Source - /lus/scratch/heidirevealVH1/dtcon 180
. A <4 CompilerMessages [V|¢- { Up | Down | Save | &
time S — J—|—|ZI
Al [len z 21
< Nus/scratch/heidirevealvH1 — [=] dokiSIT. ks
< boundary.f80 23 widthz = zdz (k+mypez*ks)
line 23 (0.00€ sec) =1 > 24 do j =1, js
line 81 (0.005 sec) 25 widthy = zdy(j+mypey*js)
line 40 26  sinthe = sin(zyc(j+mypey*js))
line 41 b || Ivr2 27 doi=1, imax
:!ne:‘l 28 if(ngeomy = 2) widthy = widthy*zxc(i)
I:::5; 29 if(ngeomz > 2) widthz = widthz*zxc(i)
line 65 30 if(ngeomz == 5) widthz = widthz*sinthe
line 37 31 xvel = abs{zux(i,j.k)) / zdx(i)
line 95 : 32 yvel = abs(zuy(i,j.k)) / widthy
line 109 2] zvel = abs(zuz(i,j.k)) / widthz —
line 123 34 ridt = max(xvel,yvel,zvel, ridt)
< dtconfa0 35 enddo
| c 36 enddo
line 24 (0 006 sec) 37 enddo
line 27 (0.005 sec) 38
line 40 39 ridt = max(svel,ridt) =
line 51 | T 3
line 52 -_— _I
line 57 -Info - Line 22
< dump.f90 [ Aloop starting at line 22 was blocked with block size 8.
line 20 .Aloop starting at line 22 was partially and conditionally vectorized.
lina 28 =] W Aloop starting at line 24 was blocked with block size 8.
Kl | 2 || 821000 starting atiine 24 was nartially and conditionally vectorized 2
lus/scratch/heidi/reveal’VH1vhone_loops.ap2 loaded.
P N ~ ~ W1 N 11 T r 1 cC -~ N N r 1 A N A 1 \/ - r
NDA

REQUIRED

RN




Hybridization Step 4: Performance Analysis

================ (Observations and suggestions ======
D1 cache utilization:
61.7% of total execution time was spent in 1 functions with D1 cache
hit ratios below the desirable minimum of 90.0%. Cache utilization
might be improved by modifying the alignment or stride of references
to data arrays in these functions.

D1 Time%  Function
cache

hit
ratio

74.3% 61.7% calc3_

D1 + D2 cache utilization:
61.7% of total execution time was spent in 1 functions with combined
D1 and D2 cache hit ratios below the desirable minimum of 97.0%.
Cache utilization might be improved by modifying the alignment or
stride of references to data arrays in these functions.

D1+D2 Time%  Function
cache

hit
ratio

96.6% 61.7% calc3_
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Summary CRAY

Q \
S \
\

e Reveal can be used to simplify the task of adding OpenMP to MPI
programs.

e The result is performance portable code: OpenMP directives
(programs can be built with any compiler that supports OpenMP)

e Can be used as a stepping stone for codes targeted for nodes with
higher core counts and as the first step in adding directives to
applications to target GPUs

e Moving to OpenMP 4.0 accelerator directives or OpenACC via
OpenMIP is a good idea
e Same work required
e Can have both (conditionally compile one or other or none)
e First level of debugging on multicore CPU



